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1 Introduction and Overview

1.1 Abstract

The MEF introduced the Carrier Ethernet 2.0 (CE 2.0) generation framework to help service providers
with a new standardized approach to delivering Carrier Ethebased services his white paper

describes the lifeycle of a CE 2.0 serviostancefrom a service management pgractive. Specifically

the paper discusses:

1 How CE 2.0 service management improves thetdajay operations of service providers
1 How service providers can use MEF specifications to successfully deliver CE 2.0 services while
providing operational efficiencies that translate into OPEX savings.

1.2 Background

This paper targets business stakeholders, technical managsgork designers and operatisn
persomel of Ethernetbased service providers worldwide. The main purpose for this white paper is to
have service providers understand and use the latest CE 2.0 management coli@ptsaims to

explain the different stagesf the service managemeirife cycleand to explain the benefits of following
the MEF's standardized approach.

Thegoal ofthis white paper is to introduce th€E 2.Gervice management life cydie the context of

the related MEFmanagementechnicalspecificatons (TS) andmplementationagreemens (1A). Secial
attentionis given to the relationship between the MEF specifications and the work of other standards
developingorganizations (SDOSs), specifically specifications sudfEaS802.1amow incorporatednto
IEEE 802.1:Q011) ITUT Y.1731 antTUTY.1564.

1.3 Document Objective

This documeniprovides a summaryiew of the different stages in the life cycle of @& 2.(based
service instancefrom its initial activation, orgoing operation includingerformance monitoringPM)
and fault managemen{FM)to end of life. Furthermore, the document details the specific advantages
of using a standardized approach to service management as defined by the MEF.
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2 MEF @rrier Bhernet 2.0 Introduction

Carrig Ethernet services are enabling service provider evolution of legacy services as well as supporting
enterprise business communications, cloud computing and mobility services. Carrier Ethernet 2.0, which
was launched February 2012, adds five new servigestyo CE 1.0 bringing the total service types to

eight. These eight service types encomp#tssport-based and VLANased Hine, ELAN, ETree and E
Access services.

Carrier Ethernet 2.8 founded on three specific tenetsiultiple clasesof service (MultiCoS),
interconnecednessand manageability.

Generations
A Carrier Carrier Ethernet 1.0 Carrier Ethernet 2.0
Ethernet networks and networks and services
Generation services enable enable multiple classes
defines the standardized of service and
evolution of Ethernet services to manageability over
MEF-compliant be delivered over interconnected provider
networks and one provider’s networks
services network

Figurel Metro Ethernet Forum Generations Framework

Figurel provides & dzY Y I NB 2 TGererti®ns &ran@W®aik for Carrier Ethern&arrier
Ethernet 1.0focusedora G F Y RF NRAT SR 90 KSNYySi &aASNBAOSa GAGKAY |

Carrier Biernet 2.0enhances the work of CE 1.0 by extending the specifications to addrésple
classes of servicstandards for delivering Carrier Ethernet services across multiple, interconnected
networks and overall service management of Carrier Ethern®ices, in particulaover multi-provider
networks. Themulti-CoSmanagement andnterconneced features apply to each of theightservice

types

Multi-CoS

Multi-CoS defines standardid@erformanceobjectivesacross geographidly definedperformance tiers
such that long haul services have different target objectives when compared to #na@ted services
giventhe derived propagation delay inherent in the distances covered by eatbrpgnce tier”. In
addition, MEF specifications have cpited data from a number of public resources to provide specific
applicationperformance requirementand this per application type (for exampl®IP, interactive

video, pointof-sale, etc.)

! See MEF 23.1 for performance tiers definition.
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Interconnect

Just as the success of the telephone voice systasibased on standards enabling the interconnectivity

of public switched telephone networks, so is the success of Carrier Ethernet based on standards
enablinginterconnecivity of Carrier Ethernet networks so that one service can be delivered across

multiLlt S 2LISNI 62NRa ySig2N)] a ¢ A0 MRlidzboS engndriatieBoiitk 2 Ay 3 A

Manageability

Finally, manageabilitgnsures standards for botladilit management angberformancemonitoring of any

CE 2.Gervicewhethertheyl NB LINRPPARSR o0& | aAy3atsS 2LISNF d2N 2N i
Manageability is critical in delivering an assured service that meets its objectives for availability and
performance Furthermore these features support service providers iffetientiating their services to

their end customers, providing the necessagyvice level agreemenS{Areporting, maintaining their

own service level objectives and minimizogerationscosts involved in the troubleshooting and

maintenance of CE 2.@wices. (e.gtruck rollg.

The Future

¢tKS a9CQa Q@AaArz2y A toe filldetw®iK sedviteSifeyicleriisaryide drdeéing, 2
activation, modification and termirien. The lifecycle will be programmatically controlled through
standardizedAPls and service orchestration that are abstracted from the technologies and OSI network
layers used. Based on a strategy to generalize service information models and service definitions for all
connectivity services from optical transport to IP servise the MEF seeks to make its vision of

enabling the efficient and effectiv@utomationof the network service lifeycle, a reality.

2.1 MEFCE 2.0 Service Architecture

TheMEFhas defined &arrier Ethernet servicarchitecturewhich the interested readewill find in MEF
6.1%. As depicted ifFigure2, the MEFnetwork reference modetlefines Ethernet services that transport
subscriber Ethernet frames across a service proQdarrier Ethernenetwork (CEN). Theservice
provideris responsible for the performance and availability of the service betweengbeto-network
interface (UNI) demarcation points.

Ethernetserviceframes are transported across tli@ENhrough virtual connections. ME=1 defines

three servicetypes an ELine which is @oint-to-point Ethernet Virtual Connection (E)f@ ELAN

which is amultipoint-to-multipoint EVGand anETree whech uses a rooted multipoint EVThe MER) &
servicearchitecture is built on virtual connections establisiectrlower-layer transport services,
therefore, Ethernetserviceframes can be transported over a variety of different technologies such as
SONET/SDH, MPL8nbledcopper and FiberThe underlying transport mechanisms may vary on a link
by-link basis. Thuserviceproviderscan offer MEFeertified services independent of the underlying
transport technology.

2 Replacement Technical Specification for MEF 6.1 (to be named MEF 6.2) to be published in July 2014.
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Subscriber Subscriber
i oot UNI Carrier UNE L pmmmmemees R
' b ' Private | ' Private § | ! '
'End-1 | ! . Ethernet ' i | tEnd-!
! — :—I—ll Customer E I Network I J Customer i—|—1 e
' 1 11 Network | etwor 1 Network | [ 1 |
--------------- z (CEN) coooosooell Soooos

>

Ethernet Virtual Connection

End-to-End Ethernet flow

Figure2: Basic MEF Network Reference Model

2.2 MEFCE 2.0 Service OAM Architecture

A Carrier Ethernet Network (CEM} depicted irFigure3, is made up of one or moradministrative

domains. The MEF, ITUStudy Group 15, and IEEE 802.1 are developing a common management model
to span these managementiomains. Th&€CENSs partitioned into eight maintenance levelghich start

with the outermost level of thesubscribefollowed by the test level, EVC level, service provider level,
operator level, UNI and ENNI levBervice providers have esid-end responsibility for the service,

while operators only have responsibility within theiwvn access networkBased o y S yparticilar Q &
maintenance domain anlkével of responsibility, each entityill have a particulalevel of visibilityinto

the network

Subscriber Subscriber

Equipment Operator B NEs Equipment

i Subscriber ME H )
V i &V
i Test ME
V 2 4
V EVC ME v
i SP ME
¥ ot . v
i H Opetatior B MEE
oo
UNIME § ENNI ME { UNI ME
Y/ UpMEP ® wmp
V¥V Down MEP - Logical path of SOAM PDUs
Figure3: MEFMaintenance Entities
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The common management model defines functional entities for message transpuodindenance

entity group MEQ is a set of maintenance entities that exist in the same administrative domain. The
specift management interfaces are known as ME@ goints (MEPs) and MEG intermediate points
(MIPs). AMMEP is an instantiation of a management interfaoel isassociated with the interface of a
network element such asraetwork interfacedevice (NIDjhat is pat of a data service path. It is located

at the endpoint of a data service path and is paired with a peer MBihtithe path. A MIP is a

simplified instantiation of a MEP. It is located within a network element such as an Ethernet switch that
is also parof the data service path between two MEPs. As a result, multiple MEPs and MIPs for
different data service paths can exist within a single network element. Since the network elements are
connected together, the MEPs within a data service path communigiéiteone another using

specialized fault management and performance management messages. These messagéerred to

as Service operation, administration and maintenance (Odes.

3 Servicelife Gclefor CE 2.0 Servise

Figure4 highlights the business processes and workflawich begins at step 3 and continues through
step 6 as illustrated in Figurefdr the serviceoperationlife cycleof a Carrier Ethernet 2.8ervice In the
context of this white paper, we wilixamine theservicemanagement workflow Itbegins once an
Ethernetservice order has been filled, whether it is a new service ordes,modificationof an existing
service instance Thefollowingsections detaithe processes that fall into the categoriessefvice
fulfillment andserviceassurance.

Customer
Order

MEF Service Ops Life Cycle

1. Initial customer inquiry Service
2. Pre-sales phase

Configuration

Service
Activation
Testing

Fault Performance
Management Management

7. Billing and Revenue Management
8. Trouble/Problem Management
9. Service Termination

Service End of
Life

Figure4: ServiceManagement Life Cycle for Carrier Ethernet 2.0 Services
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b20iSY GKS a9 CQaCofrbite®isgv@idng bomSeknialy Argad includingGaneric
Servicdife Cycle Process ModgCarrier Performance Reporting FrameawoEthernetServiceability
Standardized Ethern&ervice Order Spiications,Standardized Ethernet Product Cataletr.

4  Service Fulfillment

Servicdulfillment encompassethose activities necessary to provitle servicesvhichmeet customer
demands in a timely manner. For teerviceprovider, this equates to deploying a solution that meets
the customer requirements, including SLAs, which sp#u#fyequirements foperformance, availability
and throughput.

In the context of theservicemanagementife cycle,servicefulfillment will include the implementation
of the service definitionsérviceconfigurationand activation and the testing and hand off of the service
(serviceactivationtesting).

4.1 Service Conduration and Activation

Serviceconfiguration processes include activities necessary to allocate, implement and configure the

necessary resources to meet customer requirememttudingresource povisioning. For exampl&ith

an ELine service, resource provisioning would be performed at dabliNetwork (JNFN) demarcation

point, where the customer ingressdegress traffic engineering and conditioning processes are

occurring,in accordance witlthe servicelevel pecification(SLS) The resources, or equipment, that
providestheOdza 1 2 YSNRA & SNIIAOS Ydza( -0-&nd sNBeddliey dthB&® (2 Sy
requiredservice attributes. Examples of configuratattributes definedat the UNIN demarcation

include:

1 IEEB02.3 PH¥edium, speed and mode
1 UNI interfaces and EVC segment

9 UNHo-EVC associations

1 bandwidth profiles

It is important to note thaboth service configuration as well asriceOAM(SOAM) configuration is
performedat this stage of the workflowo enableserviceassurancenechanismshe moment the
service is deployed to the customer. ExampleS©@AMconfigurationfor Ethernetservicesnclude:

1 Configuation of maintenancedomains (MDs)maintenanceassociations (MASMEGsSMEPs
and MIPs

1 Configuation of fault managementunctions including Continuity Check, Alarm Indication Signal
and Fault Alarm Generation

1 Configuation of performancemonitoring functions including Frame Loss and Frame Delay
measuremens and event generation fathreshold cossngalerts (TCAS)

4.2 Service Activationmesing

Before aserviceprovider deploysan Ethernetservice to a customeri.g., during the installation phase),
the service must bealidated to ensure theparticipating network devices have been configured
properly (e.g., connectivity is established) and sleevicemeet thedefinedSLSThis testing also
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providesbaseline service measurements to creat€arrierEthernetservice birth certificate. Theervice
activationtestingmethodology, as illustrated iRigure5, addresses thesequirements

One aspect ofervicefulfillment is the process of testing thend-to-end service. Endo-end testing
involves testingpecific serviceattributesto ensure all components are operating within normal
parameters and that the servicedglivered in accordance to itewicelevelspecification.

Figureb illustrates the completeservice activation testg methodology. The first phase is the setup of
the test architecture This phase ensures that tE¢hernettest equipment have connectivity between
them. Thenext two phases, Servié@onfiguration and Service Performance test®describe in details

in the following paragraph The final phases of the methodology will return the service under test to its
pre-test state and complete the test report.

Service
Configurations
Tests

SAT Methodology - Setup Test
Start Architecture

Service
Performance
Tests

Return Service
to pre-Test
State

SAT Methodology -
Completed

Complete Report

Figure5 Service Activation Testinlethodology

TheService Configuratiotests validate that theonfiguration of the service ia accordance with the
servicedefinition. Serviceattributes such ashe CE VLAN ID and CE VLAN CoS ID preservation,
unicast/multicast/broadcastframe delivery andoandwidthprofiles need to be validated to make sure
they were configured ager the servicedefinition. The Serge Configurationiests areof short duration.

The Service Performantests areof alonger durationcompared with Service Configuration testi$s
goal is to ensure the quality of the servioeingtested. Bygeneratingtest traffic, measuring and
calculating theesulting grviceperformanceattributes and comparing these results agaispre
determined acceptance criteriapne canexpect that the serviceneets theSLAsccepted by the
subscriber

The service birth certificate isabed on the est results and data from both thgervice Configuration
and theService Performandests. Creating a concisgonfiguration andgerformance report facilitates
the validation offuture serviceperformanceagainst an establisheduaseline.
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Example performance attributes that are measured and validated dseingceactivation include:
1 Frame Loss Ratio Performance

1 Frame Delay and Mean Delay Performance
1 Frame Delay Range and Inferame Delay Variation Performance

While the methodology defied in this section is used to tump services, it can also be usiloughout
the service lifecycle to assure the service andlidate theresolution of network performance and
availability incidents

5 Service Assurance

Whenservice @lfillment is succssfully completed, the servied O2 Yy FA I dzNI A2y A& O2y ¥
validatedin accordance with the SLA defined with the endgtomerat which point, the service becomes
activeandis passing customer traffic. Serviagsurancencludes theactivities necessary to ensure the
on-goingmonitoringand maintenance of theervic& [@ealth and SLA compliance. This includes
proactiveperformancemanagement functions, reactiiault management functions, and etlemand

diagnostic and troubleshootinactivities.Figure6 highlights the different network management toolsets

that enableserviceassurance.

Service Fault

Activation

Testing Management

Figure6: Network Management Functions for Service Assurance

5.1 Performance Management

Performancenanagement is a proactive and-alemand network management functidhat gatheis

and analyzsvarious technical indicators argfatistical data for the purpose of monitog and

detecting service degradation, to warn of impending service degradation and possible SLA breach as
well ascorrecting the behavior and effectiveness of the netwdfkirthermore, peiormance

management is used to support network plannipgyvisionng, maintenancend quality of experience

for the delivered service Typicallyperformance managemenhvolves the recurring collection of
counters and statistics from network resouramstheir element management systems (ENtShhe

service delivery cha.
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Performancananagemenusesnear reaftime analysisas well as longer terrhistorical trend analysis

on the counters and statistide evaluate service quality and availability. Additionally performance
management may evaluate service quality and notify operations personnel through the configuration of
thresholds and generation of threshold crossing alerts as well as performance dosatasts and
performance baseline deviations.

Performancananagement within thea 9 CSe&ice OAM framewotborrows from thelTUTY.1731
Recommendatiomnd defines how one implements performance monitoring in a Carrier Ethernet
network. MEF35 definesthe ability to monitor eneto-end service performancand SLA complianad
Ethernet Virtual Connections (EVCs) acrmasitenancedomains.

Monitored performance attributes include:

Frame Loss Ratio

Frame DelayFrame Delay Range ahtkanFrameDelay
Inter-Frame Delay Variation

Availabilityand Resiliency

= =4 =4 =

Frame Loss Ratio (FLR) is a measure of the number of lost frames between the ingress UNI and the
egress UNI, expressed as a percentage. FLR measurements use Loss Measurement Messages (LMMSs)
andLoss Measurement Replies (LMRs), sent between MEPs with recentar@gement traffic

counter information. The counters are used to estimate the Frame Logsdabhe nonmanagement

traffic. This measurement is only useful in peiatint topologies; floeding makes the measurement

useless in other topologies.

MEPs must be capable of generating and receiving LMMs and LMRErersErvices MEPs must also
be able to calculate and report the otvegay Frame Loss Ratio based on frame counter informatiwh
received LMMs and LMREigure7 presents a graphical example of a Loss Measurement.

End User ~ Fo====msssssssso———ssssssssssssse 13— 1
Subscriber !
Headquarters ¥

| End User
v Subscriber
Branch Site

- Service Provider
-

I"I N TS CETETEYERERERERRY . - . SIETERERTRTE)

Carrier Ethernet Network = Carrier Ethernet Network

ENNI-N

ENNI-N

UNI-C  UNI-N UNI-N UNI-C
LMM-> LMM
MEP-A MEP-B
<LMR <LMR
Figure7 Performance Managemenitoss Measurement
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Frame Delay (FD) is a measure of the time required to transmit a service frame from the ingress UNI to
the egress UNI, where the performance is expressed as a measure of the delays experienced by service
frames belonging to the sameasSk of Service (CoS) instanbéean Frame Delay (MFD) is the arithmetic
mean of delays experienced by a sesefviceframes.

Oneway Frame Delay measuremeifiM)use periodic 1DM messages sent by the source MEP to a
destination MEP. The message @int a timestamp from the source MEP. The receiving MEP computes
the oneway delay by subtracting the transmit timestamp from the received timestamp, which is
created upon receipt of the 1DM. The 1DM protocol assumes that MEPs are all operating with
synchonized clocks. MEPs must be capable of computingveaedelay endo-end across Eine
servicesusing successive 1DM messages.

Twoway Frame Delay measurements use two message types, Delay Measurement Message (DMM) and
the Delay Measurement Respon$gaMR) messages. The DMM message is sent by the source MEP to a
destination MEP. The message contains a titaenp from the source MEP. The receiving MEP replies

with a DMR message containing a copy of the received DMMdbarap, and optionally, a receivirte-

stamp taken at DMM reception, and a transmit tiraamp created at the time of DMR transmission.

The twoway delay can then be computed by the source MEP as the difference between its current
time-stamp and its original timetamp as received back ihneg DMR message. The addition of transmit

and receive timestamps allows for the calculation of the destination MEP processing timewEwyo

delay calculations do not require synchronized clocks. MEPs must be capable of computivaytwo

delay endto-end acoss an Ethernet service using successive DMM/DMR messages.

Inter-Frame Delay VariatiohHDV) is a measure of the variations in the Frame Delay experienced by a
pair of service frames belonging to the same Class of Service (CoS) instance.

MEF 23.1 PERFORMANCE SPECIFICATIONS FOR CE2.0 E-ACCESS

CoS Label CoS LabelH CoS Label M CoS Label L

Perf%rgrlsance PT3  PT4
FD (ms) <10 <25 <77 <230 <20 <75 <115 <250 <37 <125 <230 <390
MFD (ms) <7 <18 <70 <200 <13 <30 <80 <220 <28 <50 <125 <240
IFDV (ms) <3 <8 <10 <32 =8 =40 <40 <40 =0 g s ongs

ornfs orn/s orn/s orn/s

<10 =50 <50 <50
FDR(ms) <5 <10 <12 =40 orn/s orn/s orn/s orn/s n/s n/s n/s n/s

FLR (%) <001 <001 <0025 <005 <001 <001 <0025 <005 <01 <01 <01 <01

Figure8 MEF 23.1 Performance Specifications for CE 28@d&ess Services
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Frame Delay Range (FDR) is the difference between the Frame Delay Performance values corresponding
to two different percentilege.g. 98" percentile to 28" percentile). FDR can be seen as the

characterization of the variation in the delays experienced by different Service Frames mapped to the
same EVC that have the same Class of Service Name. As FD can be classified in percentile, FDR will
provide a measure dhe extent of delay variability.

MEF 23.17] 1A requires support for at least o either Frame Delay (FD) or Mean Frame Delay (MFD)
Either one or both of thesattributes can apply to a given SLS. Similarly for {Rtame Delay Variation
(IFDV) andrrame Delay Range (FDR) Performakite: 23.1A[7] requires support for at least onef

these two attributes

Figure8 abovepresents the MEF 23derformance specification for CE 2 @\Ecess services.

The same protocols and messages used for measuring Frame Delay can be used for magsuring
Frame Delay Variation.

rs ™
SLS Interval, T

. /

[ P 1 -
: : : : Maintenance Interval
Unavailable Time Available Time .
Time
A I A\ A
. I Y 1

High Loss Intervals
- J

s ' N ' >

Consecutive High Loss Non-Consecutive

Intervals High Loss Intervals
A v . v

Non-High Loss
Intervals

Figure9 Availability and Resiliency Attributes Hierarchy
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Availability is defined as the percentage of time over a stated period that the Frame Loss Ratio is below

a set threshold. It is used to indicate the percentage of time émeEthernetsS NJJA OSS A ® &dA & o f
must be capable of calculating and reporting the availabilitylBfFservices based on frame loss
measurements.

Resiliencyerformanceis defined ashe number of High Loss IntervdldLisand Consecutive High Loss
Intervals(CHLIsn a timeinterval T HLI is defined as a small time interval contained in T with a high
Frame Loss Ratio. CHLI is defined as sequence of small time intervals contained in T, each with a high
Frame Loss Ratidresiliency performance attributes (HLI and CHLNval®EN Operator to offer MEF
Services that are resilient to failures that affect UNI or EVC with limits on the duration of short term
disruptions and to apply constraints like diversity.

5.2 Fault Management

Faultmanagement is a proactive and-@iemand network management function which enables the
detection, isolation and correction of abnormal operation. Typically such abnormal operation is
detected during proactive service monitoring where a fault event is detiloy a network device in the
service delivery chain. Once the failure is identified, a service trouble report czredtedand
assigned to a technician so that-demand isolation and corrective procedures can be taken.

Faultmanagement within the Sgeice OAM framework uses the protocols of IBEE1Q2011 Clause 22
(formerly known adEEBO02.1ag Connectivity Fault Management (CFM) and-TTG.8031k.1731as
defined in MEF 30.1 These protocols aid in the ability to monitor the status and conniectiv EVCs
acrossmaintenancedomains as well as provide OAM functions for troubleshodiryice impairment

Figure10 Connectivity Check Overview

Faults in a network are identified by sending Continuity Check Mes§a@ads) at regular intervals

between adacent MEPs as seenhigurel. If the messages do not arrive at a MEP, the receiving MEP
declares a loss obanectivity defect. CCMs are omey messagesimilarto keepalivemessagesCCMs

are capable of detecting inadvertently cressnnected virtual connections where one MEP sees a CCM
from a MEP associated with a differdfthernetvirtual connection. If te CCM interval is configured,

MEPs must generate CCMs on a periodic basis as defined by the CCM interval. An Alarm Indicate Signal
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