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1 Introduction and Overview 

1.1 Abstract 

The MEF introduced the Carrier Ethernet 2.0 (CE 2.0) generation framework to help service providers 
with a new standardized approach to delivering Carrier Ethernet-based services. This white paper 
describes the life cycle of a CE 2.0 service instance from a service management perspective. Specifically 
the paper discusses: 
 
¶ How CE 2.0 service management improves the day-to-day operations of service providers  
¶ How service providers can use MEF specifications to successfully deliver CE 2.0 services while 

providing operational efficiencies that translate into OPEX savings. 

1.2 Background 

This paper targets business stakeholders, technical managers, network designers and operations 
personnel of Ethernet-based service providers worldwide.  The main purpose for this white paper is to 
have service providers understand and use the latest CE 2.0 management concepts. It also aims to 
explain the different stages of the service management life cycle and to explain the benefits of following 
the MEF's standardized approach. 
 
The goal of this white paper is to introduce the CE 2.0 service management life cycle in the context of 
the related MEF management technical specifications (TS) and implementation agreements (IA).  Special 
attention is given to the relationship between the MEF specifications and the work of other standards 
developing organizations (SDOs), specifically specifications such as IEEE 802.1ag (now incorporated into 
IEEE 802.1Q-2011), ITU-T Y.1731 and ITU-T Y.1564. 
 

1.3 Document Objective 

This document provides a summary view of the different stages in the life cycle of an CE 2.0 based 
service instance from its initial activation, on-going operation including performance monitoring (PM) 
and fault management (FM) to end of life.  Furthermore, the document details the specific advantages 
of using a standardized approach to service management as defined by the MEF.  
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2 MEF Carrier Ethernet 2.0 Introduction 

 
Carrier Ethernet services are enabling service provider evolution of legacy services as well as supporting 
enterprise business communications, cloud computing and mobility services. Carrier Ethernet 2.0, which 
was launched February 2012, adds five new service types to CE 1.0 bringing the total service types to 
eight.  These eight service types encompass the port-based and VLAN-based E-Line, E-LAN, E-Tree and E-
Access services. 
 
Carrier Ethernet 2.0 is founded on three specific tenets; multiple classes of service (Multi-CoS), 
interconnectedness and manageability. 
 

 

Figure 1 Metro Ethernet Forum Generations Framework 

Figure 1 provides a ǎǳƳƳŀǊȅ ƻŦ ǘƘŜ a9CΩǎ Generations Framework for Carrier Ethernet.  Carrier 
Ethernet 1.0 focused on ǎǘŀƴŘŀǊŘƛȊŜŘ 9ǘƘŜǊƴŜǘ ǎŜǊǾƛŎŜǎ ǿƛǘƘƛƴ ŀ ǎƛƴƎƭŜ ǇǊƻǾƛŘŜǊΩǎ ƴŜǘǿƻǊƪΦ     
 
Carrier Ethernet 2.0 enhances the work of CE 1.0 by extending the specifications to address multiple 
classes of service, standards for delivering Carrier Ethernet services across multiple, interconnected 
networks and overall service management of Carrier Ethernet services, in particular over multi-provider 
networks.  The multi-CoS, management and interconnected features apply to each of the eight service 
types.   
 
Multi -CoS 

Multi-CoS defines standardized performance objectives across geographically defined performance tiers 
such that long haul services have different target objectives when compared to metro-based services 
given the derived propagation delay inherent in the distances covered by each performance tier1. In 
addition, MEF specifications have compiled data from a number of public resources to provide specific 
application performance requirements and this per application type (for example VoIP, interactive 
video, point-of-sale, etc.). 
 

                                                
1
 See MEF 23.1 for performance tiers definition. 
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Interconnect 

Just as the success of the telephone voice system was based on standards enabling the interconnectivity 
of public switched telephone networks, so is the success of Carrier Ethernet based on standards 
enabling Interconnectivity of Carrier Ethernet networks so that one service can be delivered across 
multiǇƭŜ ƻǇŜǊŀǘƻǊΩǎ ƴŜǘǿƻǊƪǎ ǿƛǘƘƻǳǘ ŎƻƳǇǊƻƳƛǎƛƴƎ ƛǘǎ ŦŜŀǘǳǊŜǎ ǎǳŎƘ ŀǎ Multi-CoS and manageability. 
 
Manageability 

Finally, manageability ensures standards for both fault management and performance monitoring of any 
CE 2.0 service whether they ŀǊŜ ǇǊƻǾƛŘŜŘ ōȅ ŀ ǎƛƴƎƭŜ ƻǇŜǊŀǘƻǊ ƻǊ ǘǊŀǾŜǊǎŜ ƳǳƭǘƛǇƭŜ ƻǇŜǊŀǘƻǊΩǎ ƴŜǘǿƻǊƪǎ.  
Manageability is critical in delivering an assured service that meets its objectives for availability and 
performance. Furthermore, these features support service providers in differentiating their services to 
their end customers, providing the necessary service level agreement (SLA) reporting, maintaining their 
own service level objectives and minimizing operations costs involved in the troubleshooting and 
maintenance of CE 2.0 services. (e.g. truck rolls).   
 
The Future 

¢ƘŜ a9CΩǎ Ǿƛǎƛƻƴ ƛǎ ǘƻ ŜƴŀōƭŜ ŀǳǘƻƳŀǘƛƻƴ ƻf the full network service life cycle τ service ordering, 
activation, modification and termination. The life cycle will be programmatically controlled through 
standardized APIs and service orchestration that are abstracted from the technologies and OSI network 
layers used. Based on a strategy to generalize service information models and service definitions for all 
connectivity services τ from optical transport to IP servicesτ the MEF seeks to make its vision of 
enabling the efficient and effective automation of the network service life cycle, a reality.  
 

2.1 MEF CE 2.0 Service Architecture 

The MEF has defined a Carrier Ethernet service architecture which the interested reader will find in MEF 
6.12. As depicted in Figure 2, the MEF network reference model defines Ethernet services that transport 
subscriber Ethernet frames across a service providerΩǎ Carrier Ethernet network (CEN). The service 
provider is responsible for the performance and availability of the service between the user-to-network 
interface (UNI) demarcation points.  
 
Ethernet service frames are transported across the CEN through virtual connections. MEF 6.1 defines 
three service types: an E-Line which is a point-to-point Ethernet Virtual Connection (EVC), an E-LAN 
which is a multipoint-to-multipoint EVC and an E-Tree which uses a rooted multipoint EVC.  The MEFΩǎ 
service architecture is built on virtual connections established over lower-layer transport services, 
therefore, Ethernet service frames can be transported over a variety of different technologies such as 
SONET/SDH, MPLS, bundled-copper and Fiber. The underlying transport mechanisms may vary on a link-
by-link basis. Thus, service providers can offer MEF-certified services independent of the underlying 
transport technology. 
 

                                                
2
 Replacement Technical Specification for MEF 6.1 (to be named MEF 6.2) to be published in July 2014. 
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Figure 2: Basic MEF Network Reference Model 

2.2 MEF CE 2.0 Service OAM Architecture 

A Carrier Ethernet Network (CEN), as depicted in Figure 3, is made up of one or more administrative 
domains. The MEF, ITU-T Study Group 15, and IEEE 802.1 are developing a common management model 
to span these management domains. The CEN is partitioned into eight maintenance levels which start 
with the outermost level of the subscriber followed by the test level, EVC level, service provider level, 
operator level, UNI and ENNI level. Service providers have end-to-end responsibility for the service, 
while operators only have responsibility within their own access network. Based on ŀƴ ŜƴǘƛǘȅΩǎ particular 
maintenance domain and level of responsibility, each entity will have a particular level of visibility into 
the network. 
 

 

Figure 3: MEF Maintenance Entities 
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The common management model defines functional entities for message transport. A maintenance 
entity group (MEG) is a set of maintenance entities that exist in the same administrative domain. The 
specific management interfaces are known as MEG end points (MEPs) and MEG intermediate points 
(MIPs). A MEP is an instantiation of a management interface and is associated with the interface of a 
network element such as a network interface device (NID) that is part of a data service path. It is located 
at the endpoint of a data service path and is paired with a peer MEP to bind the path. A MIP is a 
simplified instantiation of a MEP. It is located within a network element such as an Ethernet switch that 
is also part of the data service path between two MEPs. As a result, multiple MEPs and MIPs for 
different data service paths can exist within a single network element. Since the network elements are 
connected together, the MEPs within a data service path communicate with one another using 
specialized fault management and performance management messages. These messages are referred to 
as Service operation, administration and maintenance (OAM) frames. 
 

3 Service Life Cycle for CE 2.0 Services 

 
Figure 4 highlights the business processes and workflow which begins at step 3 and continues through 
step 6 as illustrated in Figure 4 for the service operation life cycle of a Carrier Ethernet 2.0 service. In the 
context of this white paper, we will examine the service management workflow.  It begins once an 
Ethernet service order has been filled, whether it is a new service order, or a modification of an existing 
service instance.  The following sections detail the processes that fall into the categories of service 
fulfillment and service assurance. 

 
Figure 4: Service Management Life Cycle for Carrier Ethernet 2.0 Services 
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bƻǘŜΥ ǘƘŜ a9CΩǎ {ŜǊǾƛŎŜ hǇŜǊŀǘƛƻƴǎ Committee is working complementary areas including: a Generic 
Service Life Cycle Process Model, Carrier Performance Reporting Framework, Ethernet Serviceability, 
Standardized Ethernet Service Order Specifications, Standardized Ethernet Product Catalog, etc.  
 

4 Service Fulfillment 

 
Service fulfillment encompasses those activities necessary to provide the services which meet customer 
demands in a timely manner. For the service provider, this equates to deploying a solution that meets 
the customer requirements, including SLAs, which specify the requirements for performance, availability 
and throughput.   
 
In the context of the service management life cycle, service fulfillment will include the implementation 
of the service definition (service configuration and activation) and the testing and hand off of the service 
(service activation testing). 

4.1 Service Configuration and Activation 

Service configuration processes include activities necessary to allocate, implement and configure the 
necessary resources to meet customer requirements including resource provisioning.  For example, with 
an E-Line service, resource provisioning would be performed at each UNI-Network (UNI-N) demarcation 
point, where the customer ingress and egress traffic engineering and conditioning processes are 
occurring, in accordance with the service level specification (SLS).  The resources, or equipment, that 
provides the ŎǳǎǘƻƳŜǊΩǎ ǎŜǊǾƛŎŜ Ƴǳǎǘ ōŜ ǇǊƻǾƛǎƛƻƴŜŘ ǘƻ ŜƴŀōƭŜ ǘƘŜ ŜƴŘ-to-end service delivery with the 
required service attributes.  Examples of configuration attributes defined at the UNI-N demarcation 
include: 
 

¶ IEEE 802.3 PHY Medium, speed and mode 

¶ UNI interfaces and EVC segment 

¶ UNI-to-EVC associations 

¶ bandwidth profiles 

It is important to note that both service configuration as well as Service OAM (SOAM) configuration is 
performed at this stage of the workflow to enable service assurance mechanisms the moment the 
service is deployed to the customer.  Examples of SOAM configuration for Ethernet services include: 
 

¶ Configuration of maintenance domains (MDs), maintenance associations (MAs), MEGs, MEPs 
and MIPs 

¶ Configuration of fault management functions including Continuity Check, Alarm Indication Signal 
and Fault Alarm Generation 

¶ Configuration of performance monitoring functions including Frame Loss and Frame Delay 
measurements and event generation for threshold crossing alerts (TCAs) 

4.2 Service Activation Testing 

Before a service provider deploys an Ethernet service to a customer (i.e., during the installation phase), 
the service must be validated to ensure the participating network devices have been configured 
properly (e.g., connectivity is established) and the service meet the defined SLS. This testing also 



CE 2.0 Service Management Life Cycle White Paper July 2014 

MEF  
2014031 

© The Metro Ethernet Forum 2014. Any reproduction of this document, or any portion thereof, shall 
contain the following statement: "Reproduced with permission of the Metro Ethernet Forum." No 
user of this document is authorized to modify any of the information contained herein. 

Page 9 of 18 

 

provides baseline service measurements to create a Carrier Ethernet service birth certificate. The service 
activation testing methodology, as illustrated in Figure 5, addresses these requirements. 
 
One aspect of service fulfillment is the process of testing the end-to-end service. End-to-end testing 
involves testing specific services attributes to ensure all components are operating within normal 
parameters and that the service is delivered in accordance to its service level specification.  
 
Figure 5 illustrates the complete service activation testing methodology.  The first phase is the setup of 
the test architecture.  This phase ensures that the Ethernet test equipment have connectivity between 
them.  The next two phases, Service Configuration and Service Performance tests, are describe in details 
in the following paragraph.  The final phases of the methodology will return the service under test to its 
pre-test state and complete the test report. 
 

 

Figure 5 Service Activation Testing Methodology 

The Service Configuration tests validate that the configuration of the service is in accordance with the 
service definition.  Service attributes such as the CE VLAN ID and CE VLAN CoS ID preservation, 
unicast/multicast/broadcast frame delivery and bandwidth profiles need to be validated to make sure 
they were configured as per the service definition.  The Service Configuration tests are of short duration. 
 
The Service Performance tests are of a longer duration compared with Service Configuration tests.  Its 
goal is to ensure the quality of the service being tested.  By generating test traffic, measuring and 
calculating the resulting service performance attributes and comparing these results against a pre-
determined acceptance criteria, one can expect that the service meets the SLAs accepted by the 
subscriber. 
 
The service birth certificate is based on the test results and data from both the Service Configuration 
and the Service Performance tests. Creating a concise configuration and performance report facilitates 
the validation of future service performance against an established baseline. 
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Example performance attributes that are measured and validated during service activation include: 

¶ Frame Loss Ratio Performance 

¶ Frame Delay and Mean Delay Performance 

¶ Frame Delay Range and Inter-Frame Delay Variation Performance  

While the methodology defined in this section is used to turn-up services, it can also be used throughout 
the service life cycle to assure the service and validate the resolution of network performance and 
availability incidents. 
 

5 Service Assurance 

 
When service fulfillment is successfully completed, the serviceΩǎ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ƛǎ ŎƻƴŦƛǊƳŜŘ ŀƴŘ 
validated in accordance with the SLA defined with the end customer at which point, the service becomes 
active and is passing customer traffic.  Service assurance includes the activities necessary to ensure the 
on-going monitoring and maintenance of the serviceΩǎ health and SLA compliance.  This includes 
proactive performance management functions, reactive fault management functions, and on-demand 
diagnostic and troubleshooting activities. Figure 6 highlights the different network management toolsets 
that enable service assurance. 
 

 
Figure 6: Network Management Functions for Service Assurance 

5.1 Performance Management 

Performance management is a proactive and on-demand network management function that gathers 
and analyzes various technical indicators and statistical data for the purpose of monitoring and 
detecting service degradation, to warn of impending service degradation and possible SLA breach as 
well as correcting the behavior and effectiveness of the network. Furthermore, performance 
management is used to support network planning, provisioning, maintenance and quality of experience 
for the delivered service.  Typically performance management involves the recurring collection of 
counters and statistics from network resources or their element management systems (EMS) in the 
service delivery chain.   
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Performance management uses near real-time analysis as well as longer term historical trend analysis 
on the counters and statistics to evaluate service quality and availability. Additionally performance 
management may evaluate service quality and notify operations personnel through the configuration of 
thresholds and generation of threshold crossing alerts as well as performance events, forecasts and 
performance baseline deviations.  
 
Performance management within the a9CΩǎ Service OAM framework borrows from the ITU-T Y.1731 
Recommendation and defines how one implements performance monitoring in a Carrier Ethernet 
network.  MEF 35 defines the ability to monitor end-to-end service performance and SLA compliance of 
Ethernet Virtual Connections (EVCs) across maintenance domains. 
Monitored performance attributes include: 
 

¶ Frame Loss Ratio  

¶ Frame Delay, Frame Delay Range and Mean Frame Delay  

¶ Inter-Frame Delay Variation  

¶ Availability and Resiliency 

Frame Loss Ratio (FLR) is a measure of the number of lost frames between the ingress UNI and the 
egress UNI, expressed as a percentage. FLR measurements use Loss Measurement Messages (LMMs) 
and Loss Measurement Replies (LMRs), sent between MEPs with recent non-management traffic 
counter information. The counters are used to estimate the Frame Loss Ratio of the non-management 
traffic. This measurement is only useful in point-point topologies; flooding makes the measurement 
useless in other topologies. 
  
MEPs must be capable of generating and receiving LMMs and LMRs for E-Line services. MEPs must also 
be able to calculate and report the one-way Frame Loss Ratio based on frame counter information and 
received LMMs and LMRs.  Figure 7 presents a graphical example of a Loss Measurement. 
 

 

Figure 7 Performance Management Loss Measurement 
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Frame Delay (FD) is a measure of the time required to transmit a service frame from the ingress UNI to 
the egress UNI, where the performance is expressed as a measure of the delays experienced by service 
frames belonging to the same Class of Service (CoS) instance.  Mean Frame Delay (MFD) is the arithmetic 
mean of delays experienced by a set of service frames.  
 
One-way Frame Delay measurements (1DM) use periodic 1DM messages sent by the source MEP to a 
destination MEP. The message contains a timestamp from the source MEP. The receiving MEP computes 
the one-way delay by subtracting the transmit timestamp from the received timestamp, which is 
created upon receipt of the 1DM. The 1DM protocol assumes that MEPs are all operating with 
synchronized clocks. MEPs must be capable of computing one-way delay end-to-end across E-Line 
services using successive 1DM messages. 
 
Two-way Frame Delay measurements use two message types, Delay Measurement Message (DMM) and 
the Delay Measurement Response (DMR) messages. The DMM message is sent by the source MEP to a 
destination MEP. The message contains a time-stamp from the source MEP. The receiving MEP replies 
with a DMR message containing a copy of the received DMM time-stamp, and optionally, a receive time-
stamp taken at DMM reception, and a transmit time-stamp created at the time of DMR transmission. 
The two-way delay can then be computed by the source MEP as the difference between its current 
time-stamp and its original time-stamp as received back in the DMR message. The addition of transmit 
and receive time-stamps allows for the calculation of the destination MEP processing time. Two-way 
delay calculations do not require synchronized clocks. MEPs must be capable of computing two-way 
delay end-to-end across an Ethernet service using successive DMM/DMR messages. 
 
Inter-Frame Delay Variation (IFDV) is a measure of the variations in the Frame Delay experienced by a 
pair of service frames belonging to the same Class of Service (CoS) instance.  
 

 

Figure 8 MEF 23.1 Performance Specifications for CE 2.0 E-Access Services 
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Frame Delay Range (FDR) is the difference between the Frame Delay Performance values corresponding 
to two different percentiles (e.g. 90th percentile to 20th percentile).  FDR can be seen as the 
characterization of the variation in the delays experienced by different Service Frames mapped to the 
same EVC that have the same Class of Service Name.  As FD can be classified in percentile, FDR will 
provide a measure of the extent of delay variability. 
 
MEF 23.1 [7] IA requires support for at least one of either Frame Delay (FD) or Mean Frame Delay (MFD). 
Either one or both of these attributes can apply to a given SLS.  Similarly for Inter-Frame Delay Variation 
(IFDV) and Frame Delay Range (FDR) Performance, MEF 23.1 IA [7] requires support for at least one of 
these two attributes. 
 
Figure 8 above presents the MEF 23.1 performance specification for CE 2.0 E-Access services. 
 
The same protocols and messages used for measuring Frame Delay can be used for measuring Inter-
Frame Delay Variation. 
 

 

Figure 9 Availability and Resiliency Attributes Hierarchy 
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Availability is defined as the percentage of time over a stated period that the Frame Loss Ratio is below 
a set threshold. It is used to indicate the percentage of time that an Ethernet sŜǊǾƛŎŜ ƛǎ ΨǳǎŀōƭŜΩΦ a9tǎ 
must be capable of calculating and reporting the availability of MEF services based on frame loss 
measurements.   
 
Resiliency performance is defined as the number of High Loss Intervals (HLIs) and Consecutive High Loss 
Intervals (CHLIs) in a time interval T.  HLI is defined as a small time interval contained in T with a high 
Frame Loss Ratio.  CHLI is defined as sequence of small time intervals contained in T, each with a high 
Frame Loss Ratio.  Resiliency performance attributes (HLI and CHLI) allow a MEN Operator to offer MEF 
Services that are resilient to failures that affect UNI or EVC with limits on the duration of short term 
disruptions and to apply constraints like diversity. 

5.2 Fault Management 

Fault management is a proactive and on-demand network management function which enables the 
detection, isolation and correction of abnormal operation.  Typically such abnormal operation is 
detected during proactive service monitoring where a fault event is detected by a network device in the 
service delivery chain.  Once the failure is identified, a service trouble report can be created and 
assigned to a technician so that on-demand isolation and corrective procedures can be taken. 
 
Fault management within the Service OAM framework uses the protocols of IEEE 802.1Q-2011 Clause 22 
(formerly known as IEEE 802.1ag) Connectivity Fault Management (CFM) and ITU-T G.8031/Y.1731 as 
defined in MEF 30.1.  These protocols aid in the ability to monitor the status and connectivity of EVCs 
across maintenance domains as well as provide OAM functions for troubleshooting service impairment. 
 

 

Figure 10 Connectivity Check Overview 

 
Faults in a network are identified by sending Continuity Check Messages (CCMs) at regular intervals 
between adjacent MEPs as seen in Figure 10. If the messages do not arrive at a MEP, the receiving MEP 
declares a loss of connectivity defect. CCMs are one-way messages similar to keep alive messages. CCMs 
are capable of detecting inadvertently cross-connected virtual connections where one MEP sees a CCM 
from a MEP associated with a different Ethernet virtual connection. If the CCM interval is configured, 
MEPs must generate CCMs on a periodic basis as defined by the CCM interval. An Alarm Indicate Signal 










